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S U M M A R Y
Train-induced vibrations act as potential powerful high-frequency source for imaging subsur-
face with higher resolution than typical ambient noise interferometry. In this study, we present
results of seismic interferometry applied on three days of railroad traffic data recorded by an
array of seismographs along a railway in Dublin, Ireland. Our virtual shot gathers show signif-
icant surface and body wave energy that could be used for seismic interferometry. Reflection
sections obtained with our interferometry approaches applied on selected time windows of
train-induced vibrations is consistent with nearby borehole data and an active seismic pro-
file. The consistency of the results given by these approaches confirms that train-generated
vibrations represent a valuable source of signal for high-resolution subsurface imaging. Fur-
thermore, our results show spurious arrivals that are due to the train geometry and also the
cross-correlation approach that needs consideration for body wave interferometry studies.
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1 I N T RO D U C T I O N

Although active seismic reflection techniques provide high-
resolution images of the subsurface (Salisbury et al. 2007; Malehmir
et al. 2012), they are expensive, the methodology can be environ-
mentally destructive (since explosives are often used to achieve an
adequate signal-to-noise [S/N] ratio), and some places can be inac-
cessible to active sources. This brings new opportunities and moti-
vation to develop and introduce new, more efficient high-resolution
passive seismic methods.

Seismic interferometry, a technique that uses the correlation be-
tween two stations to retrieve the Green’s function of the medium,
is a passive seismic technique that potentially can overcome some
of the above-mentioned limitations and offer an independent source
of information to active seismic, although not at the same high res-
olution (Snieder 2004; Roux et al. 2005; Shapiro et al. 2005; Curtis
et al. 2006; Draganov et al. 2007, 2009; Xu et al. 2021; Hariri
Naghadeh et al. 2021). Seismic interferometry based on intersta-
tion correlations of ambient noise has developed into a standard
tool for exploring and monitoring the Earth’s interior (Shapiro et al.
2005; Brenguier et al. 2008; Fichtner 2015; Liu et al. 2021; Pinzon-
Rincon et al. 2021; Hariri Naghadeh et al. 2021). In general, this
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method is based on the extraction of the surface wave contribution
to the seismic wavefield from the cross-correlation of seismic noise
between the station pairs (Snieder 2004; Roux et al. 2005; Shapiro
et al. 2005; Curtis et al. 2006; Roux 2009; Liu et al. 2021; Xu
et al. 2021). Another application of active seismic interferometry
is to extract body waves and retrieve the Earth’s reflection response
from cross-correlations of seismic noise recordings (Draganov et al.
2007, 2009; Nakata et al. 2011; Brenguier et al. 2019; Dales et al.
2020; Liu et al. 2021; Pinzon-Rincon et al. 2021; Hariri Naghadeh
et al. 2021). Compared to surface and body wave extraction and
reflection retrieval is a much greater challenge because ambient
noise is typically dominated by surface wave energy (Draganov
et al. 2007, 2009; Panea et al. 2014; Nakata et al. 2015; Dales et al.
2020; Liu et al. 2021; Pinzon-Rincon et al. 2021; Chamarczuk
et al. 2021; Hariri Naghadeh et al. 2021). In theory, the images
produced with body wave seismic interferometry techniques are
comparable to those produced with conventional reflection seis-
mic data (Artman 2006; Draganov et al. 2009; Panea et al. 2014;
Chamarczuk et al. 2021; Hariri Naghadeh et al. 2021). Nakata
et al. (2011) and Quiros et al. (2016) demonstrated the potential of
exploiting train-generated body waves using seismic interferome-
try to characterize the seismic wavefield and to image subsurface
structures.

In this study, we demonstrated the potential of train-induced vi-
bration for subsurface imaging using body wave seismic interfrom-
etry. We applied Common-Mid-Point Cross-Correlation (CMP-CC)
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(a)

(b)

(c) (d)

Figure 1. (a) Location of the seismic stations (black triangles) deployed along a railroad (bold blue line) located at the southern margin of the Dublin Basin.
Geology map derived from Geological Survey Ireland (GSI) 1:100,000 bedrock map. Also shown are an active reflection seismic profile (bold green line), with
the same orientation as the railroad, and boreholes NGE1 and NGE2 (black circles). (b) Inset map shows survey location (red rectangle) relative to Dublin
city. (c) Lithostratigraphies from boreholes NGE1 and NGE2 with the sonic log (grey line) and average interval velocities (blue line) for NGE1. (d) Seismic
reflection profile with interpretation of the main reflectors from Licciardi & Piana Agostinetti (2017). The location of the boreholes and reflection profile is on
map (a).

approach as proposed in Quiros et al. (2016) with some modifica-
tions specifically relating to how time windows are chosen when
applying the imaging procedure. The major difference of our ap-
proach compared to the previous studies is that we selected the time
windows when the train is at each station to apply cross-correlation
instead of the time windows when the train is approaching or re-
ceding from the array. Consequently, this specific time window se-
lection allows us to consider the train source as an active source to
image the subsurface structures. We tested this technique on simple
simulated data and then applied it on field data recorded by a profile
of seismometers deployed along a railroad located at the southern
margin of the Dublin Basin (Fig. 1).

In addition to the CMP-CC approach, we applied and tested
autocorrelation approach on the same selected time windows as

used for cross-correlation. Autocorrelation results could help us to
validate the CMP-CC results and to better understand the possible
artefact caused by processing steps or source itself..

2 DATA

In 2019 November–December, a pilot test seismic array consist-
ing of 24 seismic stations (equipped with three-components 1-Hz
Lennartz LE-3Dlite sensors) was deployed with 50 m interstation
spacing parallel and very close to the railroad (at ∼5 m distance
from the train track) across the southern margin of the Dublin Basin
(length of the along track array 1150 m; Fig. 1). Two additional
stations were also deployed in a line perpendicular to the centre of
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(a)

(b) (c) (d) (e)

Figure 2. (a) Ground vibration waveform (upper panel) and spectrogram (lower panel) for a 1-hr-long signal recorded at station GSM01 at 5 m distance from
the train track. Coloured vertical arrows mark train signals, with colours indicating train types (https://www.irishrail.ie/about-us/iarnrod-eireann-fleet, last
accessed: 2020 September). (b)–(e) Detailed view of Fourier analysis of individual train signals. Top row: ground vibration waveform for different train types.
Middle row: spectrograms. Bottom row: amplitude spectra of the traces. Spectrograms were calculated with time windows of 5 s and 90 per cent overlap. Note
the frequency cutoffs toward 100 Hz (due to the 200 Hz data sampling rate) and below 2 Hz (high-pass filtering). The main difference between Commuter train
I and II is the locomotive type. However, number of carriage might also differ.

the array at ∼350 and ∼900 m distance from the railroad (Fig. 1) to
help us better understand the train-generated signal as explained by
Lavoué et al. (2021). Due to the high dynamic range of the instru-
ments, there was no clipping of the waveforms for being so close to
the track.

The site was chosen for the following reasons: (1) it has one of the
largest volumes of train traffic in the area, approximately 100 trains
per day, (2) it crosses the main basin-bounding fault zone almost
perpendicularly, (3) there are deep boreholes and active seismic

reflection data close to the area and (4) we were able to record the
GPS tracks of some of the recorded trains.1

For the data acquisition, we used a sampling rate of 0.005 s
(200 Hz) corresponding to a Nyquist frequency of 100 Hz. Using
the pilot test array, we acquired data continuously for 72 hr between
2019 November 29 and December 2 with good data recovery as only

1During the deployment, we recorded the train GPS tracks for some of the
trains using a handheld GPS on board (e.g. for few trains, someone travelled
with the train—middle carriage—to record the GPS track).
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(a)

(c) (d)

(b)

Figure 3. Virtual shot gathers (positive correlation lags) generated by cross-correlation of all the traces with receiver no. 1. Various pre-processing steps were
applied (see the text for more details). Different panels illustrate the results of cross-correlation and stacking for (a) quiet period when there is no train passage,
(b) the time windows when the train is passing through the array and (c) 4 s time windows around the time when the train is at the first station (GSM01) location.
(d) Similar time windows as in (c) but with 15–35 Hz bandpass filtering to reduce the surface wave effect, while (a)–(c) are bandpass filtered between 2 and
35 Hz. The apparent velocity of the P and S waves are ∼4500–4900 and ∼2300–2600 m s−1, respectively. Dashed lines show indicate the possible reflectors.

two stations failed (the farthest station from the railroad -GSM26-
failed after 40 hr and one of the stations in the parallel line -GSM11-
failed after 60 hr of data recording).

3 I N S P E C T I O N O F R E C O R D I N G S

The 72-hr continuous data were divided into hourly sections and
filtered to remove the non-zero mean value. While inspecting the
raw records, trains were identified based on the temporal length of
the vibrations at each station and the velocity of the signal as it
traversed the array. The records contained 172 and 175 clear signals
for trains travelling southbound and northbound, respectively, which
represent a total of 347 events averaging 115.6 per day. Fig. 2(a)
shows an example of an hour-long record that contains signals
corresponding to different train types.

Analyzing the recorded signal, we were able to distinguish be-
tween different train types (e.g. freight, commuter and intercity

trains) and different train lengths (e.g. 3–4, 5–6, 7–9 and 10–11
wagons). Figs 2(b)–(e) show examples of different train signals de-
tected by investigating the raw trace (top row), together with their
spectrograms (middle row) and their amplitude spectra (bottom
row). These train signals are comparable to the ones obtained by
Quiros et al. (2016) in a similar configuration. They are charac-
terized by clear spectral lines in the spectrograms, related to train
speed and geometry (Fuchs et al. 2018; Liu et al. 2021; Lavoué
et al. 2021). The spectra shows that these train signals, that are
recorded by the sensors deployed very close to the railway (∼5 m),
have substantial energy over the entire recorded frequency range
(from 2 to 80 Hz, these limits being imposed by our high-pass filter-
ing and sampling rate, respectively), with sharp peaks associated to
the spectral lines visible in the spectrograms. In comparison, in the
train signals detected by Quiros et al. (2016) further away from the
rail road (∼300 m), most of the energy lies below 50 Hz because
high frequencies are attenuated with distance. Note that a Doppler
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(a) (b)

(c) (d)

Figure 4. (a) Frequency-dependent phase velocity obtained for bandpass filtered (2–15 Hz) virtual-shot-gather data with source (e.g. train) at station GSM01.
(b) 1-D S-wave velocity model obtained from the inversion in the frequency range 2–6 Hz of the dispersion curve. The black line is the estimated shear wave
velocity. (c) Virtual shot gather from the real data for the time windows when the train is at the first station. (d) Simulated shot data using the velocity model
obtained from MASW (black line in panel b) and a 20 Hz single force Ricker wavelet source at the location of the first station. Panels ‘a’ and ‘b’ are modified
after Maggio (2022).

effect is visible in the spectrograms, with higher frequency content
present at earlier times (i.e. approaching train) compared to later
times (i.e. receding train). However, for some of the trains, this
effect is reversed probably due to the train accelerating (Fig. 2).

4 S E I S M I C I N T E R F E RO M E T RY

As the initial interferometric processing, in the time domain, we
computed the positive lags of the cross-correlations for each station
considered as a virtual source, what we here refer to as a virtual
shot gathers, for different time periods (i.e. quiet periods vs. trains,
cars, or other possible noise sources; Fig. 3). The procedure is
to select one station (e.g. first station to the north -GSM01-) and
cross-correlate its signal against all other stations, which result
in 23 cross-correlations for the selected station. We tested several

frequency bandpass filters and amplitude normalization routines
for pre-processing the records, and applied spectral whitening and
one-bit amplitude normalization (i.e. sign-bit) to the raw recordings
prior to the correlation to recover stronger linear and quasi-linear
arrivals (Bensen et al. 2007; Draganov et al. 2007, 2009; Quiros
et al. 2016).

4.1 Virtual shot gather

The cross-correlation was computed as follow (Fig. S1, Support-
ing Information): (1) based on the expected subsurface velocities
and array length we decided to use 2 s segments for the correla-
tion, hence we split the hourly segments into in 2 s segments and
extracted selected time window. (2) After detrending, tapering and
amplitude normalization, we applied spectral whitening and then
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(a)

(b) (d)

(c)

Figure 5. (a) 3-D dipping layered model and acquisition geometry used as inputs for the train signal simulation. Triangles show the representative location
of 24 sensors with 50 m spacing and circles indicate the representative location of 190 sources with 15 m interval. (b) Resulting seismic section from the
CMP-CC approach when the source is located at the beginning or at the end of the array, but not in between. (c) Results when CMP-CC is applied to all data.
(d) Resulting seismic from the CMP-CC approach when the source is inside the array located at each station along the array. PR, PSR and SR correspond to
the TWTs of P-, converted P-to-S and S-wave reflections from the interface, respectively. The strong signal close to 0.0 time (masked with the rectangle) is a
cross-correlation artefact and will be discussed in the interpretation section.

cross-correlate first station’s trace against all other stations. (3) In
the final step, we stack (linear stacking) all of these cross-correlated
traces (e.g. virtual-shot-gather sections) from different time win-
dows.

Fig. 3 shows typical virtual shot gathers (positive lags only)
corresponding to different time windows. Each panel varies in
terms of pre-processing steps. Fig. 3(a) was obtained by exclud-
ing train passages and keeping the remaining noise (’background’
seismic energy), whereas in Fig. 3(b), we specifically selected time
windows corresponding to train passages (e.g. approximately an
average of 40 s time window for when each train is inside the
array).

Finally, Figs 3(c) and (d) resulted from a narrower selection, a
small time window (4 s) when the train locomotive (e.g. first car-
riage) is at the station considered as a virtual source. Fig. S2 (Sup-
porting Information) illustrates an example of different selected
time windows to derive virtual shot gathers presented in Fig. 3 and
further to derive the final CMP section. The latter approach of se-
lecting a narrower time window (Figs 3c and d), results in much
clearer body waves signals compared to Figs 3(a) and (b). Addi-
tionally, bandpass filtering between 15 and 35 Hz further enables
one to mitigate against surface wave arrivals, and to enhance the
direct P wave with a velocity of Vp ∼ 4000–5000 m s−1 in the virtual
shot gathers (Fig. 3d).

In addition to what we interpret as clear direct P and surface
waves on the virtual gathers (Figs 3c and d), there are other arrivals
that exhibit curvature suggestive of a hyperbolic moveout. One of
these hyperbolic events correspond to a reflector at approximately

0.18 s vertical two-way time (TWT) or ∼350 m below the surface,
and a normal moveout (NMO) velocity of approximately ∼4500–
4700 m s−1 (see the hyperbolic event marked with dashed line in
Fig. S3, Supporting Information).

4.2 S-wave velocity from surface waves

Besides body waves, the virtual shot gathers in Fig. 3 clearly re-
vealed that trains are also a good source of high-frequency sur-
face waves, with a frequency content much higher (2–16 Hz) than
what is usually retrieved from classical microseism interferome-
try (typically <4 Hz). This provides the opportunity for high-
resolution surface wave imaging of the near subsurface (Quiros
et al. 2016). With this in mind, we applied a routine cross-correlation
interferometry technique to estimate a 1-D S-wave velocity model
from the dispersion curves derived from the correlations (Maggio
2022).

Fig. 4(a) shows the frequency-dependent phase velocity (dis-
persion curve) estimated from the virtual shot gather correspond-
ing to station GSM01 for a frequency range of 2–15 Hz. We
picked the phase velocity of the fundamental mode (black line
in Fig. 4a) and used these measurements to invert for the S-
wave velocity as a function of depth using a Multi-channel Anal-
ysis of Surface Waves (MASW) algorithm (Park et al. 2007).
The inverted S-wave interval-velocity distribution obtained from
the phase velocity measurements is shown by the black line in
Fig. 4(b).
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0

(a) (c)

(d)

(e)

(b)

Figure 6. (a) Spectral width of the array covariance matrix as a function of time and frequency for 1-hr-long data filtered between 10–40 Hz for the first three
stations (GSM01–GSM03). (b) Frequency average of the covariance matrix spectral width from panel (a) as a function of time. The red line is the detection
threshold corresponding to a spectral width of 1.7 for train passages, and coloured segments indicate the detection periods. (c) Zoom-on the first 140 s of panel
(a) (black rectangle in panel a) corresponding to a train passage. The colour scale indicates the spectral width (same scale for panels a and c). (d) Stacked
signal of all the 24 stations for the same example train as in panel (c), with corresponding STA/LTA and median-filter values used for train signal detection.
We picked tstart (red thick line) and tend (blue thick line) as the beginning and end of the time window when the train is inside the array. (e) Aerial view of the
deployment. The red and blue crosses denote the train locations extracted from GPS data for the picked tstart and tend times, respectively.

The S-wave velocities indicated by the surface wave inversion
qualitatively agrees with the P-wave velocity of ∼4500–4900 m s−1

derived from the virtual shot gather and the recorded borehole sonic
log (assuming Poisson ration of σ = 0.25 and Vp/Vs ≈ 1.7). Further-
more, our S-wave velocity model resolves several layers, with grad-
ually changing velocity that could be correlated to the reflectors
visible in the virtual shot gathers (Figs 3c and d).

Accordingly, we used this inverted S-wave interval-velocity dis-
tribution along with a Poisson’s Ratio of 0.25 to calculate P-wave
velocity and density for a simple 3-D model. We then simulated a
shot using this 3-D model for a 20 Hz single force Ricker wavelet
source at the location of the first station in an effort to help bet-
ter understand the virtual shot gathers. Fig. 4(d) illustrates the
resulting shot gather for the simulated data which is compara-
ble to the virtual shot gather for the train data (Figs 4c, and 3c
and d).

The comparison between the results in Figs 3 and 4 suggests
that selecting specific, small enough, time windows (e.g. 4 s) when
the train is around the station, produce the strongest and most use-
ful body and surface wave energy that could be used for seismic
interferometry. Simulated shot gather in a good agreement with
the virtual shot gather (Figs 4c and d) reveals that most of the P-
wave reflected signals from the shallow structures are limited to the
top 0.4–0.5 s (TWT) and the deeper part is mostly contaminated
with S- and surface wave energy. Additionally, comparison between
Figs 3(c) and (d) document that applying a 15–35 Hz bandpass fil-
ter prior to computing the correlations suppresses the surface wave
contribution and enhances body waves recovery. In practice, to be
on the safe side, we used an even higher bandpass filter (17–40 Hz)
for the reflection imaging.

5 R E F L E C T I O N I M A G I N G

Based on our virtual-shot-gather results, we used a different ap-
proach to that of Nakata et al. (2011) and Quiros et al. (2016) to
select the data that goes into the cross-correlation step. Nakata et al.
(2011) use all data available, while Quiros et al. (2016) explored
using the approaching and receding trains prior to applying slightly
different versions of seismic interferometry. Our approach, called
CMP-CC for short (Common-Mid-Point Cross-Correlation), is to
select the time windows when the train is located at each station, to
generate CMP gathers from the cross-correlation of different sta-
tion pairs and consequently generate a stacked reflection seismic
profile and directly image subsurface structures. For this purpose,
we applied the following steps: (1) for the 4 s time windows when
the train is located at each station, we applied one-bit normalization,
amplitude scaling, spectral whitening and bandpass filtering for all
the traces. (2) Then we cross-correlate that station/trace with all the
other stations/traces. (3) We sorted the pairs that target the same
midpoint based on interstation distance and (4) made a virtual CMP
gather that has an interval equal to half of the interstation distance.
(5) We applied NMO correction to the virtual CMP gather, and
(6) stacked all the traces from this virtual CMP gather to have a
single trace representing this midpoint location. (7) Selecting dif-
ferent target midpoints and corresponding cross-correlated stations
through the profile enables us to image the underlying structures. As
discussed before, the main processing sequence includes amplitude
scaling, NMO correction, and stacking. However, to optimize the
technique, to find appropriate parameters, and the best pre- and post-
processing steps, we first applied and tested the modified CMP-CC
approach on synthetic signals simulated in a model mimicking the
real situation.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/233/2/964/6958371 by U

niversity of C
am

bridge user on 15 January 2023



Body-waves interferometry of train signal 971

(a)

(b) (c) (d)

(e) (f) (g)

Figure 7. (a) Spectrogram of the raw seismogram at station GSM01 in the period 2019-11-29T19:33:00-20:03:00. The spectrogram is shown in decibel scale.
Train signals at 19:35:12, 19:39:27, 19:51:50 and 20:00:45 show a wide frequency band spanning nearly the entire frequency range of 1–100 Hz. (b)–(d)
CMP-CC sections for single Commuter train 1 passage for the time windows (b) when trains are approaching and receding the array, (c) when trains are inside
and passing through the array and (d) when train is at each station. (e)–(g) CMP-CC sections for single Intercity train 2 passage for the time windows (e) when
train is approaching and receding the array, (f) when train is inside and passing through the array and (g) when train is at each station, respectively.

5.1 Application of the CMP-CC approach on simulated
data

We derived one simulation using a moving point source (25 Hz
single force source, with a Ricker wavelet source time function,
moving with 33 m s−1 speed), for simulating signals on 24 sensors
with the same geometry as for real data. To simulate wave propa-
gation, we located point sources on the surface with 33 m spacing
and shoot them one after another every 1 s. Since we do not have
the true 3-D model of the area, we use a simple two-layer model
with a dipping interface and parameters (e.g. ρ, Vpand Vs) simi-
lar to those derived from the available geological information and
borehole data. Although there might not exist a dipping interface in
the real ground for this study area, we intentionally used a dipping
layer for the simulation to be able to investigate any probable arte-
fact. We then applied similar CMP-CC processing steps described
in the previous paragraph with a bandpass filter of 17–40 Hz to
different time windows (in this case, different source sets) of the
simulated data. Additionally, in the final step we applied Automatic
Gain Control (AGC) to the CMP section to reduce the effect of very
shallow artefacts and also enhance weaker signals in the deeper part
of the seismic section. Comparing the resulting CMP section with

the input layered model, enabled us to find the most appropriate pa-
rameters and time windows for the cross-correlation and CMP-CC
processing.

The comparison of the synthetic simulation results in Fig. 5
clearly demonstrates the constructive effect of selecting appropri-
ate time windows for the CMP-CC approach. Comparison between
Figs 5(b) and (c) suggest that when we apply CMP-CC approach on
the whole time windows when the source is inside the array, rather
than just using the time windows when the source is located either
at the beginning or at the end of the array, we observe the signal
corresponding to the P-wave energy reflected from the interface
(Fig. 5c). However, as expected from shot-gather results (e.g. com-
pare Figs 3b and d), using the appropriate smaller time windows
when the source is located at each recording sensor, we observe
even clearer reflection signals corresponding to the P-, P-to-S con-
version and S-wave energy reflected from the interface (PR, PSR and
a weaker signal marked as SR, respectively; Fig. 5d).

Results associated with times (i) when the sources are only off-
end the linear, but not inside the array and (ii) when the sources
are inside the array but not time localized to individual seismic sta-
tions exhibit strong artefacts that could be misinterpreted (Fig. 5d).
Part of these artefacts are related to the source geometry (as we
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(a) (b) (c) (d)

(e) (f)

Figure 8. (a)–(d) Autocorrelograms of train signals at station GSM01 for different trains in Fig. 7(a). The autocorrelations are computed every 2.5 s with a 5-s
window. Only the autocorrelograms in [−10, 10] s around the train arrivals are shown. Trains 1 and 3 are categorized as Commuter trains and trains 2, 4 are
categorized as Intercity trains [see panels (c)–(e) in Fig. 2]. (e) Pre-stack autocorrelogram before (black) and after (red) spectral whitening for the first train at
station GSM01. The strong signal at 0.774 s and very short-period oscillations at 0.25 s are marked. The two autocorrelograms are normalized by the amplitude
of the signal. (f) Amplitude spectrum of the autocorrelograms for the first train at station GSM01. Vertical dashed lines denote the multiple frequencies of
1/0.774 Hz. Both are normalized by its peak amplitude, but the whitened one is scaled to 0.3 for illustrative purposes.

will see later for real data) and to potential cross-terms between
phases in the correlations (e.g. cross-correlating the combination
of direct, surface and reflected waves; see Fig. S4, Supporting
Information).

5.2 Time window selection

Initial seismic interferometry and synthetic simulation results dis-
cussed in the previous sections suggested that we need to select a
short time window when the train is located at each station posi-
tion along the array to obtain a clearer image. In order to select the
appropriate time windows corresponding to train passages, we first
tested the covariance matrix method proposed by Seydoux et al.
(2016) to locate the trains in time and space (i.e. as a detector). This
method detects signals embedded in the noise in the time–frequency
domain, using the width of the distribution of the eigenvalues of
the array covariance matrix as an estimation of the level of spa-
tial coherency of the wavefield. First, we filtered the data between
10–40 Hz to avoid other noise sources, and then we computed the
covariance matrix for the first three stations in the north (see Fig. 1
for the location). Using more sensors causes difficulties for train de-
tection because coherency decreases when the train passes through
the array. Fig. 6(a) shows the detected trains within one hour of
recorded data. As illustrated in Fig. 6(b), during a train passage
the spectral width decreases (indicating an increase of the wave-
field coherency), which can be used as a proxy for train detection.
Accordingly, we averaged the spectral width in frequency to avoid
false detection, and established an arbitrary detection threshold of
1.7 to detect the train signals (Fig. 6b). A train passage is detected

when the spectral width is lower than 1.7 for a time window longer
than 1 min, however the picked time windows are not accurate
enough for our CMP-CC approach [compare panels (d) and (c) in
Fig. 6].

To this end, we subsequently stacked the traces of all 24 sta-
tions over the detection periods identified by the covariance matrix
method, then we derived a smooth time series by median filtering
of the absolute amplitudes of the stacked signal, and finally we
applied the short-time-average through long-time-average trigger
(STA/LTA) on these filtered amplitudes to pick the exact start and
end times of the window that we consider to correspond to a train
passage over the array (Fig. 6d). As a validation of this procedure,
Fig. 6(e) illustrates the actual train location (from its GPS track)
for the start and end times picked for this example train passage,
which correspond well to the beginning and to the end of the array.
We further used these start and end times to calculate the speed and
direction of the trains, and to infer the specific times when the trains
are passing each station along the array.

5.3 CMP-CC section of a single train passage

To investigate more the effect of an appropriate time window selec-
tion in our interfrometry approach, using the extracted time win-
dows from the previous section, we applied the CMP-CC approach
on two different train categories [e.g. Commuter train versus Inter-
City train, trains 1 and 2 in Fig. 7, and panels (d) and (e), and (c) in
Fig. 2, respectively]. Following the procedure described and tested
on synthetics in the previous sections, we cut the traces in 4 s win-
dows around the time when a given train is at a given station (e.g. 4 s
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(a)

(b)

(c)

Figure 9. Resulting sections from the CMP-CC approach for (a) all the time windows when trains are inside the array but we do not considered any specific
virtual source location (e.g. time windows between tstart and tend in Fig. 6d) and (b) selective time windows when the trains are at each station (e.g. 4 s around
tstart in Fig. 6d). (c) Resulting sections from the autocorrelation method applied on the selected time windows corresponding to train passages.

around tstart for cross-correlating GSM01 with all the other stations),
split the window in 2 s segments with 50 per cent overlap, and for
each segment we cross-correlated the considered station with all the
others. Accordingly, we applied the CMP-CC processing steps for
all the Mid-Points to generate a stacked seismic section. We applied
a 17–40 Hz bandpass filter on the data (based on the frequency con-
tent of different train signals) and performed NMO correction using
an averaged 1-D velocity model extracted from MASW (assuming
Poisson ration of σ = 0.25 and Vp/Vs ≈ 1.7; Fig. 4b) and from the
sonic log acquired in the nearby borehole [NGE1, Fig. 1; see also

Fig. S3a (Supporting Information) for the vNMO profile]. We then
applied AGC scaling to enhance S/N at depth, as practiced in active
seismic.

Fig. 7 shows results for the InterCity train (b)–(d) and for the
Commuter train (e)–(g), obtained by applying the CMP-CC ap-
proach either on time windows when the train is at the beginning
or end of the array (b) and (e), or the whole time window (≈30–
40 s) when the train is inside the array but we do not considered the
train location in relation to the stations (c) and (f), and or a small
time window (4 s) when the train is at a specific location along
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the array (d) and (g). As expected from the synthetic simulation,
results obtained by cross-correlating time windows when the vir-
tual sources (e.g. trains) are inside the array (Figs 7c and f) and are
located at each station (Figs 7d and g) show less artefacts compared
to when the trains are located only at the beginning or end of the
array, as proposed by Quiros et al. (2016, Figs 7b and e). The ap-
plication of the CMP-CC approach on real data confirms that the
artefacts are due to cross-terms in the synthetic test (as illustrated in
Fig. S4, Supporting Information), but also show another effect due
to the source time function of real trains. It should be noted that we
could not see this effect in the synthetic test because we assumed
a simple Ricker wavelet for this test, while actual train source time
functions are much more complex (see Lavoué et al. 2021). The
results obtained by correlating time windows when the trains are
located only at the beginning or end of the array are expected to
suffer from strong artefacts due both to cross-terms (as illustrated in
Fig. S4, Supporting Information) and to the periodicity of the train
source time functions. Note however that the CMP approach sup-
presses some of the high-frequency signals due to NMO correction
and cross-correlation of the wide angle (far offset) stations. Further-
more, as illustrated in Fig. S3 (Supporting Information), after NMO
correction, some of the reflected arrivals are not fully aligned, which
could be due to the presence of a shallow weathering layer and/or
to the use of an NMO correction where the higher-order terms are
neglected (Yilmaz 2001; Quiros et al. 2016). These reasons could
explain the lower resolution and the unrealistic anomalies at zero
time due to the NMO stretching in the CMP sections in Figs 7(c) and
(d), and (f) and (g). Consequently, to see clearer reflector signals in
Figs 7(c) and (d), and (f) and (g), we need to stack the sections over
several train passages.

5.4 Autocorrelation of train signals

In addition to the cross-correlation approach, we applied and tested
autocorrelation on the train signals to investigate more the train sig-
nal interferometry on each individual station over time for imaging
subsurface interfaces. The autocorrelation was computed as fol-
lows: we first selected appropriate time windows as discussed for
the CMP-CC approach and split these time windows into 5-s-long
segments with 50 per cent overlap. After detrending and tapering,
each segment was transformed to the frequency domain by fast
Fourier transform (FFT) and the Autocorrelation was computed
through its power spectrum. We then whitened the power spectrum
using three-point running absolute average normalization. The nor-
malized power spectrum is then converted back to the time domain
to obtain a pre-stack autocorrelogram.

We applied these processing steps to 20-s-long time windows
when the four trains shown in Fig. 7(a) are at the first station (e.g.
station GSM01) and calculated pre-stack autocorrelograms of that
station for the four different trains (Fig. 8). A closer look at the pre-
stack autocorrelated signals reveals a clear variation with respect
to the trains/sources for the deeper reflectors (i.e. a dependency on
the different trains considered as sources). Even though the four
trains all have spike-like signals (time-domain spikes in Fig. S5,
Supporting Information), the lag time of the arrivals varies in rela-
tion to train speed and geometry (Lavoué et al. 2021). For trains 1
and 3 (Commuter trains travelling North at ∼100–110 km h−1), the
arrivals appear at 0.18, 0.52 and ∼0.774 s, while for trains 2 and
4 (Intercity trains travelling South at ∼160–170 km h−1), the lag
times are 0.17, 0.45 and 0.52, respectively.

The temporal variations of the autocorrelations suggest that the
characteristics of the source plays an important role in the autocor-
relograms, which may affect the retrieval of the true reflection sig-
nals. Examination of the spectrum of the autocorrelograms (Fig. 8f,
and Fig. S5, Supporting Information) reveals a series of regularly
spaced frequency spikes inherited from the harmonicity of the raw
train signals (Fig. 2), which itself naturally follows from the har-
monicity of the train source time functions (Lavoué et al. 2021).
In this particular case, the frequency spacing between spikes is
1.29 Hz, a fundamental frequency of the form f1 = v/L that is re-
lated to train speed v and wagon length L (Lavoué et al. 2021),
and that is exactly the reciprocal of the latest lag time of the signal
in the autocorrelogram (0.774 s, Fig. 8e, and Fig. S5, Supporting
Information). This frequency spacing of 1.29 Hz is consistent with
an Irish commuter train with 23.5-m-long carriages2 travelling at
∼110 km h−1 (as estimated from our picked start and end times),
which strongly suggests that this ‘reflection signal’ is more likely
to be caused by the harmonicity of the train source time function
rather than by a real subsurface reflector. Furthermore, our results
in Fig. 8(e), and Fig. S5 (Supporting Information) illustrate some
other very short-period oscillations in the time-domain autocorrel-
ograms at t ∼ 0.25 s that could be related to the frequency peak
at f ∼ 42 Hz, which would correspond to the sleeper passage fre-
quency mentioned in Lavoué et al. (2021) (f2 = v/�, related to train
speed v and sleeper spacing �). Autocorrelation results enable us
to get more insights into this source-related effect and could also
explain the horizontal artefacts in CMP-CC results at times of the
form L/v: at ∼0.72 s for Commuter trains and ∼0.53 s for InterCity
trains (Figs 7b and d).

6 F I NA L S TA C K E D R E S U LT S A N D
D I S C U S S I O N

Based on the results obtained in the previous sections, we applied
CMP-CC processing on the time windows when trains are at a spe-
cific virtual source along the array (Fig. 9b), and also when trains are
inside the array but we do not considered any specific virtual source
location (Fig. 9a). The resulting stacked CMP sections (Figs 9a and
b) show coherent events down to 0.8 s (TWT). The most prominent
events are the reflectors previously identified in Fig. 3 at about 0.18,
0.42 and ∼0.7 s. The time differences (�t) suggest that these reflec-
tors cannot be multiples and are related to subsurface structures.

Consequently, we applied autocorrelation processing to 20-s-long
time windows when trains are at each station and stacked the auto-
correlograms for all the detected trains to build an autocorrelation
section (Fig. 9c). Similar to the CMP-CC sections, the autocorre-
lation result shows coherent events down to 0.8 s (lag time) where
most prominent events are the reflectors identified at about 0.10–
0.18, 0.40–0.50 and ∼0.7 s (Fig. 9c).

Although results of the previous sections document artefacts in
the pre-stack autocorrelograms (Fig. 8) and single train CMP sec-
tions (Fig. 7), we do not see clear artefacts in the final stacked
sections. Selecting the appropriate time window, stacking over dif-
ferent trains (i.e. different source time functions), and probably the
multi-offset capability of the CMP-CC approach, constructively re-
duce the amplitude of artefacts in the final stacked sections (Fig. 9).
However, special care needs to be taken when interpreting the co-
herent events in the final results.

2https://en.wikipedia.org/wiki/Coaching stock of Ireland, last accessed:
2021 September,
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Prominent reflector events from seismic interferometry methods
could be associated with the contact between Palaeozoic sedimen-
tary rocks (i.e. between different types of limestones) based on
the interpretation of the nearby boreholes data. Compared to the
available borehole data at NGE1 and NGE2 (Fig. 1c), the two shal-
lower reflectors at ∼0.18 and 0.42 s could correspond to lithological
boundaries (e.g. between Upper and Lower Calp and with the top
of a sandstone layer found in the drilling records).

The 2-D reflection seismic section, together with Licciardi &
Piana Agostinetti’s (2017) interpretation of the main reflectors
(Fig. 1d), also documents two reflectors at approximately 0.3 and
0.8 s (TWT) that correspond to the top of the Lower Calp Grainstone
and to the Upper-to-Lower Calp transition, respectively (Licciardi
& Piana Agostinetti 2017). These two reflectors are consistent with
those in our CMP-CC and autocorrelation sections and could be
correlated with the reflectors at 0.18 and 0.42 s (Fig. 9). However,
possible lithology changes should be considered due to a ∼3 km
distance between boreholes and the seismic profile location and the
study area, as it is clear from the changes in the lithostratigraphies
of the two boreholes within a small distance.

Although we observe some deeper reflectors in CMP-CC section,
we do not interpret them because we know, based on our synthetic
simulation tests, that the deeper part is presumably contaminated
by S-wave related signals. Furthermore, the resolution is lower in
the deeper part due to short array aperture and short recording time
(Quiros et al. 2016). In principle, shallow reflectors correspond to
illumination at relatively wide angles (Quiros et al. 2016). Ideally, to
image deeper structures, we would need sources distributed beneath
the recording array (Draganov et al. 2006; Quiros et al. 2016).
However, since the train source is restricted to the surface and most
of the energy propagates horizontally, increasing the aperture of the
array and the length of the recording time period might allow the
recovery of deeper structures (Quiros et al. 2016).

7 C O N C LU S I O N

The signals generated by train traffic proved to be valuable for a
range of near-surface applications of seismic interferometry. Useful
body (mostly P wave) and surface wave energy can be recovered for
imaging of the near-surface and upper-crustal structure. Although in
this study the high-resolution part of the reflection image is limited
to the top 1.5 km of the subsurface, the depth range of the imaging
could be increased by recording and stacking for longer time periods
and by using array with wider apertures.

The virtual shot gathers generated from cross-correlation inter-
ferometry applied on the railroad traffic exhibit robust dispersive
surface wave (Rayleigh) energy at frequencies higher than those ob-
tained from conventional interferometry. We used the surface wave
data and inverted the dispersion measurements to obtain an S-wave
velocity profile that is generally consistent with the body waves
retrieved from the train-generated signals.

Our results document a successful application of the CMP-CC
and autocorrelation methods on the retrieved body waves from the
train-generated signals, but also highlight the need for a dedicated
processing for using the ‘noise’ from railroads as an effective source
for body-wave interferometry. If used without careful consideration,
both the autocorrelation and cross-correlation methods can result
in non-physical, spurious reflectors caused first by cross-terms in
the correlations and second by the periodicity of the train source
time functions. Applying the CMP-CC approach on specific time
windows (when the trains are at specific virtual sources) and using

different train types enables us to reduce the artefacts. The CMP-
CC approach is more efficient than the autocorrelation method for
suppressing artefacts, likely because it benefits from multi-offset il-
lumination and stacking. In the cross-correlation approach, artefacts
due to cross-terms can be removed by carefully selecting the signal
to be correlated: to obtain the shot gather for a given train and a
given virtual source, we recommend to correlate only the short time
window that corresponds to the moment when the train is located
at this virtual source, thereby mimicking the configuration of an ac-
tive seismic experiment (i.e. turning trains into seismic vibrators).
On the other hand, artefacts related to the properties of the train
source time functions can easily be identified if the characteristics
(geometry and speed) of the trains are known, and can be mitigated
by stacking the shot gathers obtained for several train passages, as
long as trains with different geometries and/or speeds travel over
the railway. Following this methodology, both the CMP-CC and the
autocorrelation methods image consistent subsurface structures that
are consistent with the prior geological and geophysical informa-
tion. Train-generated vibrations are thus a useful source of signal
for body wave interferometry for imaging the subsurface in the im-
mediate vicinity of a railway. Further investigations are required in
order to extend the methodology for cases where the sensors and
area of interest are located further away from the railroad.
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S U P P O RT I N G I N F O R M AT I O N

Supplementary data are available at GJI online.
Figure S1. Schematic representation of the data processing steps
for CMP-CC applied on synthetic and real recorded data.
Figure S2. Example of two minutes long records normalized by
the max amplitude. Red rectangles illustrate different selected time
windows for cross-correlation for (a) quiet period when there is
no train passage, (b) the time windows when the train is passing
through the array and (c) 4-s time windows around the time when
the train is at the first station (GSM01) location.
Figure S3. (a) 1-D velocity model extracted from borehole sonic
log for NMO correction. (b) Virtual shot gather (positive lags) for
station GSM01 with no NMO correction and (c) corrected gather
using the Vnmo shown in (a). Arrow and dashed lines indicate the
hyperbolic event at ∼0.18 s.
Figure S4. (a) Simple model with a single flat reflector located at
600 m depth used for a simple simulation to formulate the rela-
tion between seismic interferometry and extracted body waves. (b)
Recorded signal for sensor-A located at 50 m distance to source
and (c) recorded signal for sensor-B located at 150 m distance to
source. (d) Output of cross-correlation of the two signals. RP and
RS show corresponding times for P and S waves reflected from the
reflector. The amplitudes are exaggerated.
Figure S5. Each rows show suspicious reflection signal in the auto-
correlograms of different trains in Fig. 9. Left: pre-stack autocorrel-
ogram before (black) and after (red) spectral whitening. The strong
signal related to f1 and very short-period oscillations related to f2 are
marked (please refer to the text for more details) for different trains
based on their speed extracted from the timetable. The two auto-
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correlograms are normalized by the amplitude of the signal. Right:
amplitude spectrum of the autocorrelograms. Vertical dashed lines
denote the multiple frequencies of f1. Both are normalized by its
peak amplitude, but the whitened one is scaled to 0.3 for illustrative
purposes.
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